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1 The KdV Equation and the Wave Equation

1.1 Fundamental solution of the KdV equation

Last time, we were discussing the KdV equation

(∂t + ∂3x)u = f.

We saw that the fundamental solution was given by

K̂(t, ξ) = eitξ
3
.

Taking the inverse Fourier transform in x gives

K(t, x) =

∫
ei(tξ

3−xξ) dξ.

This problem admits a type of scaling. If we want

(∂t + ∂3x)u = 0,

then we can make a change of variables u(x, t) 7→ u(λx, λ3t). If we want to get rid of the
time variable, we can set ξ = t−1/3ξ, so the integral becomes

K(t, x) = t−1/3
∫
eiη

3+x/t1/3η dη

= t−1/3K(1, x/t1/3)

= t−1/3 Ai(x/t1/3),

where

Ai(x) = F−1(eiξ3) =

∫
ei(ξ

3+xξ) dξ.

In this integral, we have the phase function ϕ(ξ) = ξ3 + xξ. The critical points, with
ϕξ = 0, are ξ1,2 ±

√
−x/3 with x < 0.
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Let’s draw a picture of the Airy function; this is real-valued because the equation is
real, so the real and imaginary parts of any solution should also be solutions. At +∞, we
have no stationary points, so we expect rapid decay. This decay is O(e−x

3/2
), which one

can prove by changing the contour in the integral (to some other integral over a contour
in the complex plane).

Choose ξ =
√
−x/3, look at the contribution around ξ1, and take 2 Re.

ϕ(ξ) = ϕ(ξ1) +
1

2
ϕ′′(ξ1)(ξ − ξ1)2 +O((ξ − ξ1)3)︸ ︷︷ ︸

discard

We are multiplying two functions, a Gaussian and a function with oscillation.

Recall that F−1(eiλξ2/2) = − 1
(iλ)n/2 e

ix2/(2λ). Now obsesrve that the Fouerier transform lets

us figure out the integral of a function: û(0) = 1
(2π)n/2 =

∫
u(x) dx. So can calculate this

integral: ∫
ei(ϕ(ξ1)+

1
2
ϕ′(ξ1)(ξ−ξ1)2) dξ = eiϕ(ξ1)

1

(iϕ′′(ξ1))1/2
.
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Now write

ϕ(ξ1) = ξ1(ξ
2
1 + x) =

2

3
x
√
−x/2 = c(−x)3/2,

ϕ′′(ξ) = 6ξ = c(−x)1/2

In total, we get something of the form

eic(−x)
3/2

(−x)−1/4.

This left term oscillates faster and taster, while the right term has a decay. So we can
improve our picture of the Airy function:

The homework says that Ai′′(x) = xAi(x) (up to some constants/signs). There are
two solutions to this equation; why are we only getting the Airy function? This is because
using the Fourier transform only solves for temperate solutions. The other solution will
look like the Airy function for negative x but has exponential (specifically e+x

3/2
) growth

as x→∞. The Airy function has nice properties, and it actually extends to a holomorphic
function.1

1.2 Analysis of the wave equation

Definition 1.1. The d’Allembertian is the partial differential operator

� = ∂2t −∆x.

1Professor Tataru really likes the Airy function. He used to put it on exams, until one time when he
put it on a calculus exam. That didn’t go so well.
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Definition 1.2. The wave equation is the equation
�u = f

u(t = 0) = u0

∂tu(t = 0) = u1

This is an evolution equation which is 2nd order in t.
What does the wave equation model? In 1 dimension, this modes an elastic string. In

2 dimensions, it models an elastic drum, and in 3 dimensions, it models an elastic solid.
The wave equation also models, sound, light, and electromagnetism.

Our goal is to find the fundamental solution. The symbol for the equation is P (τ, ξ) =
−τ2 + ξ2. Then we get

K(t, x)−F−1
(

1

−τ2 + ξ2

)
.

The zero set of P , (the characteristic set) contains the points where τ2 = ξ2. In 1
dimension, this looks like an X, but in n dimensions, this looks like 2 cones.

Like we have seen before, this is not uniquely defined as a distribution. We want to
pick a forward fundamental solution, so we will look at this as a function of τ and think
of this as a function which is holomorphic in the lower half plane:

K(t, x) = F−1
(

1

−(τ − i0)2 + ξ2

)
.

We will take the Fourier transform first in τ and then in ξ. First, expand the fraction into
partial fractions:

1

−τ2 + ξ2
=

A

τ − |ξ|
+

B

τ + |ξ|
,

A = − 1

2|ξ|
, B =

1

2|ξ|
.

So

F−1
(

1

−(τ − i0)2 + ξ2

)
= −H(t)

eit|ξ| − e−it|ξ|

2|ξ|
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= −isin(t|ξ|)
|ξ|

.

This is hard to compute the Fourier transform directly in n dimensions, but the 1-dimensional
computation is easier: We are looking at

−isin(tξ)

ξ
=

1

2

eitξ − e−itξ

ξ − i0
.

Taking the inverse Fourier transform, we note that multiplying phase factors just translate
the Fourier transform. We get

1

2
(H(x+ t)−H(x− t)) =

1

2
1[−t,t].

Theorem 1.1. The fundamental solution to the wave equation in 1 dimension is

K(t, x) =

{
1/2 x > 0,−t ≤ x ≤ t
0 otherwise.

How should we approach this for n ≥ 2? The distribution 1
−(τ−i0)2+ξ2 is homogeneous

of order −2, so K will be homogeneous of order (−n− 1)− (−2) = −n+ 1. We could try
to replace x by r = |x|, making an ansatz that the solution is radial, but this is not very
nice because we still have a PDE in 2-dimensions. This is easier to solve in 3 dimensions,
so we can add a dimension and then pretend it doesn’t exist after we solve the equation;
this is probably how it was done in the early 1900s.

Instead, let’s look at the symmetries of �. This is translation-invariant and invariant
under rigid rotations in x. The latter suggests that we could look for more general linear
transformations which � is invariant under. We will change our notation from (t, x) to
(x0, . . . , xn), where t = x0 and x = (x1, . . . , xn). Here’s how to make sure we won’t get
confused about which variables are time. A notational convention which goes back to
Einstein says we write xα for α = 0, . . . , n and xj for j = 1, . . . , n. Now apply a change of
variables to get y = Ax. Then

∂

∂xk
=
∂yj
∂xk

∂

∂yj
= aj,k

∂

∂yj
.
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Here, we are using Einstein’s summation convention, where we omit the sum over j.
Change convention so that � = −∂2t + ∆x and write � = mα,β∂α∂β, where2

M =


−1

1
. . .

1

 .
If we switch to the coordinates of y = Ax, we have

� = mα,βaα,γ∂y,γaβδ∂yδ

= bγ,δ · ∂y,γ∂y,δ,

Here, βγ,δ = aα,γm
α,βaβ,δ. This new matrix is A>MA. Then A is a symmetry of � iff

M = A>MA.
Next time, we will find what the symmetries are.

2The letter m comes from Minkowski. instead of Euclidean space, we can think of this as a Minkowski
space
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